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1.  Scope of the Reference Model


The ISO Reference Model for Archival Information Services (AIS) provides a framework for a series of standards for application and user interfaces to open archival systems. The AIS Model identifies a high-level abstraction that underlies current archival systems. It defines common terminology and concepts that allow the architectures of existing and future systems to be described and compared. The AIS Model provides a conceptual and functional framework within which independent teams of experts may proceed with detailed AIS definitions. At the highest level of Reference Model, all analogue and digital data in a reproducible form are included. Services will address digital information with possible pointers to analogue information. 


2.  Key Definitions


Archive : A repository that intends to preserve information for access and use by one or more designated communities (perhaps this is an “information archive”).





Archived Data:  Digital data that is being preserved for public access over the long (indefinite) term. There is no presumption of any understanding of what the bits represent. If any of the bits are changed, there has been failure of the archive function. 





Archived Information: Information, represented by digital  or nondigital data, that is being preserved for public access over the long (indefinite) term. The information is deemed to be understandable to one or more segments ofthe public. The underlying representation may be changed as long as the information is not lost.


 


Data : The representation forms of information. 





Information:  Any type of knowledge that can be exchanged. 





Metadata : Data about other data. 





Information Granule: For a given information product, the smallest collection of information to which the archive provides standard external-user identification and access services. 





Reference Model: A reference model is intended to establish a framework for the development of consistent standards or specifications. A reference model is based on a small number of unifying concepts and may be used as a basis for education and explaining standards to a nonspecialist. (A reference model should be compatible with other, existing, reference models to the extent practical.) 





Independently Usable: The information is expected to be correctly and independently usable by the designated user community.





Preserve Information: Metadata must be sufficient for the data to be used by the designated user community (necessary but not sufficient).


3.  High-Level View


The Archival Information Services may be broken into a number of functional areas and related interfaces, as Figure 3-1 shows.  At the highest level, the functions are broken two layers , a generic services layer, which can be used to support  a large number of computerized applications, and an archival services layer, which is tailored for use by digital archiving applications.





The generic services layer contains two entities, a policy management entity and a common services entity. Section 3.1 gives a brief description of the services provided by  each of these entities. A more complete description of each entity and an analysis of the interfaces and services provided by each is discussed in Section 5 of this document.





The archive services layer contains five entities: ingest, metadata management, data storage, access, and dissemination. Section 3.2 gives a brief description of the services provided by each of these entities.  Section 5 presents a more complete description of each entity and an analysis of the interfaces and services provided by each.





3.1. Generic Services Layer Entities


3.1.1. Policy Management





The policy management entity provides mechanisms for automated policy definition and monitoring of compliance to policy.  An important differentiation between archives as defined in this report and other data storage sites is the existence of internal policies and external contracts to ensure the preservation of and access to the archived information over long periods of time.  Given the potential size and complexity of digital archives, these policies would be impossible to support without automated assistance.  Some of the areas where policies are required include:





Costing policies 


Media monitoring for degradation


Data format/protocol monitoring for migration 


�
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Figure 3-1. High-Level Architecture of Digital Archive �Reference Model


�



Provision for backups 


Product identification


Interactions with other archives ( e.g. , federations )


Preserving information under impending archive dissolution





3.1.2. Common Services





Modern, distributed computing applications assume a number of supporting services such as interprocess communication, name services, temporary storage allocation, exception handling, security, and directory services. This entity provides a single repository for these services. As the reference model becomes more refined, this entity may be split into several entities if appropiate.





3.2. Archive Services





3.2.1 Ingest





This entity provides the services and interfaces to acquire and accession, that is prepare, information objects for the archive.  The accession process involves both describing and cataloging the information objects and securing them for storage and access.   This may include staging of information in preparation for full acceptance, confirmation of receipt, and validation or creation of  required metadata.





(Key technology areas include data packaging and metadata. Existing standards include standard formatted data unit [SFDU], BENTO [OpenDoc], and Federal Geographic Data Committee [FGDC]metadata standards.] 





3.2.2  Data Storage





This entity provides the services and interfaces  for storage and retrieval of data products from long-term stores (i.e., media). This may include transfer to or from staging storage and long-term storage, along with management of multiple types of media.  The automated migration of products to new physical volumes will be accomplished internally by this entity.





(Key technology areas include file storage management systems [FSMS], media evolution, data compression, and database management systems [DBMS]. Existing standards include the Institute of Electrical and Electronics Engineers [IEEE] Mass Storage Reference Model, portable operating system for UNIX [POSIX], and SQL92 [and SQL3].) 





The entity contains the services and interfaces for populating, maintaining, and querying catalogs, directories, inventories and related metadata stores. 


It provides services similar to those of a current database management system in the development and maintainance of schemas.





[Key technology areas include database management systems, metadata, hypertext, data modeling. Existing standards include Standard Query Language (SQL), Hypertext Markup Language (HTML), POSC, and STEP/EXPRESS.] 





3.2.3 Access





This entity contains the services and interfaces that allow external information consumers, including other archive sites, to query, browse, and order information objects . Providing access to digital information in a distributed network environment means, above all, that the archive is connected to the network using appropriate protocols and with bandwidth suitable for delivering the archiveÕs information.  The archive has an obligation to maintain the information in such a form that users over the network can find it with appropriate retrieval engines and view, print, listen to, or otherwise use it with appropriate output devices.  With respect to access, digital archives also have the responsibility to manage intellectual property rights by facilitating transactions between rightsholders to the information and users and by taking every reasonable precaution to prevent unauthorized use of the material.





(Key technology areas include request brokers, World Wide Web [WWW] browsers, the Wide Area Information System [WAIS], DBMS, data mining [AI], human machine interface [HMI], and data modeling. Existing standards include SQL, Z39.50, and OMG CORBA and services.] 





3.2.4 Dissemination





This entity contains the services and interfaces that send copies of requested information to information consumers. The services include staging to online storage, notification to users of availability, or direct dissemination via a


protocol such as http or hard media.





(Key technology areas include transportable media, network, file transfer


protocols, data/object packaging techniques, and relocatable code [e.g. Java].Existing standards include common data format [CDF], hierarchical data format [HDF], BENTO, SFDU, spatial data transfer specification [SDTS], transfer control protocol/internet protocol [TCP/IP], file transfer protocol [FTP],OMG CORBA and services, and Remote Data Access [RDA).] 


4.  Data Modeling View


When an information object is ingested by a digital archive, various metadata objects are created to assist in the long-term preservation of and access to the


information contained in that object. When the information object is stored or migrated, additional metadata objects are created to assist in the preservation and access process. The structure and content of these information and metadata objects form the data model of an archive. Figure 4-1 shows a high-level view of an archive data model.





(The following data model is taken from the Bearman paper: Toward A Reference Model for Business Acceptable Communications. The basic classification scheme and detailed attributes should be investigated for applicability to the general digital archive data model:)





Handle 


Registration Metadata/Properties


Record Identifier


Information Discovery and Retrieval


Terms and Conditions


Rights Status Metadata


Access Metadata


Use Metadata


Retention Metadata


Structure


File Identifications (repeatable)


File Encodings (repeatable)


File Renderings (repeatable)


Record Rendering (for whole record)


Content Structure


Source


Context


Transaction Context


Responsibility


Business Function


Content


Content-Description


5.  Detailed Services and Interfaces View


The following context diagrams (Figures 5-1 to 5-6) show all flows of data and services between the entities discussed in Section 3. The remainder of this section analyzes each entity using object-oriented approaches to better understand the interfaces and services provided by each entity.


(TBD after workshop probably OMT diagrams)�
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Figure 5-1. Ingest Context Diagram
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Figure 5-2. Metadata Management Context Diagram
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Figure 5-3. Storage Context Diagram
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Figure 5-5. Dissemination Context Diagram
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6.  Operational Scenarios





	6.1 Data Ingest


	6.2 Data Migration


	6.3 Data Ordering/Retrieval/Dissemination





[TBD after workshop ]


7.  Classes of Archives


(This is only a list of characteristics that may be used to classify archives; it is not a classification scheme at this point.)





Expertise level of the expected customers 


Active (high ingest rate possibly driving factor) vs. static (low ingest rate) 


Short-term vs. long-term storage requirements 


On-line WWW/FTP delivery vs. media delivery 


Size of data granules 


Total size of archive 


Complexity of subject area (e.g. single project vs. Multidiscipline) 


Centralized vs. distributed 





[Add paragraphs explaining entities and scenarios affected-TBD after workshop]


8.  Issues


 [TBD after workshop]
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