								16 July 19/97


Note to  ISO Archiving reviewers:





	In the following excerpt, I have once again revised the data flow diagrams, Figures 3.2 through 3.4.  I have also keyed the diagrams to the related text:  Each of the data flows mentioned in the test is followed by a label such as {3.1.2a}, designating the section number where the flow is mentioned, followed by an arbitrary index letter.  The applicable text is also included here with the flow labeled in bold with the same label, such as submission information package {3.1.2a}.





	There are a few light edits in the text. Additions are underlined, deletions that are struck through., and temporary comments are in [brackets]





	Finally, I made a few miscellaneous edits to figures.  I took a crack at the matrix of section 3.1.8, and Figure X-1.





						Regards, Paul





***  I’m adding some revisions to Paul’s 16 July version (Don Sawyer - 15 aug 97) ***





*** I’m adding additional proposed revisions  and comments/questions (Don Sawyer - 3 sept 97) ***











*** BEGIN EDITS ***
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Figure 2-4 OAIS Archive External Data Flows





[Above, you will note the flow result sets {2-4a}.]





• • •





2.3.1 Producer Interaction


 


The Producer establishes a Submission Agreement with the OAIS, which identifies the Submission Information Packages (SIPs) to be submitted and may span any length of time for this submission. Within the Submission Agreement, one or more Data Delivery Sessions, usually with significant time gaps between the sessions, are recognized.  A Data Delivery session may be a delivered set of media or a single telecommunications session. The Data Delivery session content is based on a data model negotiated between the OAIS  and the Producer in the Submission Agreement. This data model identifies the logical components of the SIP that are to be provided and how they are represented on each media delivery or in the telecommunication session. All Data Deliveries within a Submission Agreement are recognized as belonging to that Agreement and will generally have a consistent data model which is specified in the Submission Agreement.  For example, a data delivery session might consist of a set of Content Information objects corresponding to a set of observations  which are carried by a set of files on a CD-ROM.  The names of the files or the directory structure of the CD-ROM might be used to store information about the observation times or the datatypes contained in each file. The Submission Agreement would detail the file format and the convention for the filenames along with the frequency of data delivery sessions (e.g. one per month for two years).  It would also give other needed information such as access restrictions to the data and it would state how the Supporting Information is to be provided. 





Each SIP in a Data Delivery session is expected to meet minimum OAIS requirements for completeness.  However multiple SIPs may need to be received before an acceptable AIP is formed and fully ingested within the OAIS. At this point the information contained therein can become available, in principle, to OAIS Consumers. A Submission Agreement also includes, or references, the procedures and protocols by which an OAIS will either verify the arrival and completeness of a data delivery session with the producer or question the producer on the contents of the data delivery session.





2.3.2 Consumer Interaction





There are two basic request modes initiated by Consumers, the Subscription Request {2.3.2a} and the Adhoc Request {2.3.2b}.





–	Subscription Request:  The Consumer establishes a Request with the OAIS for information not currently present in the archive.  It may span any length of time and under it one or more Data Dissemination Sessions, usually with significant time gaps between the sessions, may take place.  A Data Dissemination session may involve the transfer of a set of media  or a single telecommunications session.  The Request Agreement identifies the components of one or more AIPs to be provided, identifies how they are mapped into a Dissemination Information Package (DIP) and how that DIP will be represented in each media delivery or telecommunications session.  The Request Agreement will also specify other needed information such as the trigger (e.g. event or time period) for new Data Dissemination Sessions, the criteria for selecting the OAIS holdings to be included in each new Data Dissemination Session, delivery information (e.g., name or mailing address), and any pricing agreements. 





–	Adhoc Request:  The Consumer establishes a Request with the OAIS for information currently available from the archive.  If the Consumer does not know a priori what specific holdings of the OAIS he is interested in acquiring, the Consumer will establish a Search Session with the OAIS. During this Search Session the Consumer will use the OAIS finding aids to identify and investigate potential holdings of interest. This searching process tends to be iterative with a user first identifying broad criteria and then refining this criteria based on previous search results. Once the Consumer identifies the OAIS AIP components he wishes to acquire, he must provide a Request Agreement to the OAIS to document the details of what components he will acquire and how he will acquire them. At this point the Adhoc Request and the Subscription Request are similar although the Request Agreement may be substantially simpler from the Adhoc Request.  Note that the concept of a Request Agreement does not specify any particular implementation.  It may, in some cases, be no more than the completion of a World Wide Web form.





2.3.3 Management Interaction





–	Management provides the OAIS with its charter {2.3.3b} and scope {2.3.3a}.  The charter may be developed by the archive but it is important that Management formally endorse archive activities.  The scope determines the breadth of both the Producer and Consumer groups served by the archive.





–	Management is often the primary source of funding {2.3.3g} for an OAIS and may provide guidelines {2.3.3e} for resource utilization (personnel, equipment, facilities).





(Note:  I don’t think we want to show funding as a data flow, do we? - DMS)





–	Management will generally conduct some regular review process to evaluate OAIS performance {2.3.3f} and progress toward long-term goals.





–	Management determines or at least endorses pricing policies {2.3.3c} for OAIS services. 





–	Management participates in conflict resolution involving Producers, Consumers and OAIS internal administration.





–	Management should also provide support for the OAIS by establishing procedures {2.3.3d} that assure OAIS utilization within its sphere of influence.





(Note:  I think we need to clarify what type of procedures are being identified here:


   1) External (to OAIS) procedures which involve the community and the OAIS;





 2) OAIS procedures which the community finds useful





Is it )1 or 2) or both?  Since Mike wrote this section, what was your thinking?  What do we want for the scope? - DMS)





• • • 





�
3  Detailed Models





The purpose of this section is to provide a more detailed model view of the functional areas of the OAIS and the information handled by the OAIS. 





3.1  Functional Model





The OAIS of Figure 2-1 is broken into sixseven functional areas and related interfaces as shown in Figure 3-1.  The lines connecting functions identify communication paths over which information flows in both directionsThe dashed lines .  No connections are shown for Common Services to avoid clutter as this function communicates with all other functions.  Similarly, no internal connections are shown to Administration are dashed only to reduce diagram clutter.  In addition to these functions, there are various common services assumed to be available,. and all of these are discussed in more detail in the following sections.because this function also communicates with all other functions.





�


�


Figure 3-1: OAIS Functional Entities





The role provided by each of these entities is briefly described as follows:





3.1.1 Common Services





Modern, distributed computing applications assume a number of supporting services such as interprocess communication, name services, temporary storage allocation, exception handling, security, and directory services. This entity Common Services provides a single conceptual source for these services.





3.1.2 Ingest





This The Ingest entity provides the services and functions to accept and validate a submission information package and prepare the contents for storage and management within the archive.  In summary there is a scheduling function to negotiate delivery of the submission information package, the package is physically received by the archive (staging); the submission information package is reviewed by the archive staff and others; liens are reported to the data producer; data conversion functions are applied as necessary to comply with internal archive representation formats;  metadata and special products are extracted from the package for incorporation in the data management system;  metadata is created to document and enhance the utility of the package; the archival information package is transferred (transfer initiation) to Storage.  Status reporting to both the data producer and the archive administration are executed by the ingest reporting function.  The Ingest functions are described in more detail below.





* Scheduling.  The scheduling function will develops a submission agreement; negotiates a data submission schedule {3.1.2k} with the data producer and maintains a calendar of expected submission information packages and resource requirements to support their ingest.





* Staging.  The staging function makes physical storage space available for a data submission session. The archive staff must allocate the appropriate storage capacity or devices to the data producer.  The data is delivered via electronic transfer (e.g. ftp) to the staging area; loaded from media submitted to the archive; or simply mounted (e.g. CD-ROM) on the archive file system for access.  The staging function may represent a legal transfer of custody for the Content Information products in the submission information package and may require that special access controls be placed on the contents of the Submission Information Package {3.1.2a}.





* Review.  The review function provides a validation of the submission information package and assures that the information is understandable to the designated intended consumer community.  The review may be carried out by the archive data engineers and may also involve an outside committee (e.g., peer review).  The review must verify that: 1) the data has been physically transported correctly to the archive staging area; 2) the quality of the data meets the requirements of the archive and any review committee or peer review group; 3) the documentation and metadata are sufficient to make the data understandable to the designatedtarget user community.  The formality of the review will vary depending on internal archive policies.  The review process may determine that some portions of the submission information package are not appropriate for inclusion in the archive and must be redone or excluded.  This notification is carried out by the ingest reporting function.





(Note:  I think we need to better address the review cycle in concert with the possible conversion effort.  Since we now have the view that many SIPs may be needed for an AIP, it would not be likely that a full review of each SIP would take place as described above - this review would be more likely for the AIP produced.  In fact, this could take place even if there was no real conversion - just the need to put together various SIPs to make an AIP.  Some of these SIPs may only contain archival supporting information.   I believe this revised view needs to be more adequately reflected in this section. - DMS)





* Conversion.  The conversion function transforms one or morethe submitted information packages into one or morean archivale information packages that conforms to the internal data standards of the archive. It should be a high priority of the archive to see that the majority of submission information packages follow archive format and content standards as specified in a data submission manual.  Conversions that modify the representation of data items (e.g. changing floating point representations) must be carefully monitored and tested to assure the integrity of the converted data. The archive is assumed to have a pool of standard utilities to support the conversion of submitted data or metadata objects to internal format.





(Note:  There would need to be some review here as well - prehaps this can be covered under the Review paragraphs as well.  Would this suggest that the review paragraphs should come after the Conversion paragarphs?)





* Derive Metadata.  The derive metadata function extracts metadata values from data products in the submission information package to populate the data management system.  These metadata values are used to generate higher-level summaries and associated descriptions. The derive metadata function will also query data management to generate metadata needed to complete the archivale information package, such as accession number and associated descriptions for related data sets.





(Note: I don’t think we should introduce ‘data sets’ as this is not the terminology we have been using.  Also, this last sentence should, perhaps, be expanded into a few sentences that address the Archival Supporting Information more directly. I don’t know what ‘associated descriptions for related data sets’ really means.)





* Transfer Initiation.  The transfer initiation function starts the process that moves the archival information package from the staging area to the storage area and provides item descriptors {3.1.2c} (Note: This is a new term that is not in the data model, as far as I can see.  We need to change this or put it into the glossary.) to the data management function for cataloging.  This may be either an electronic or physical transfer.  The transfer of item descriptors to the data management entity should include the set of transactions, consisting of a database update request {3.1.2d} and a database update response {3.1.2e}, as needed to update the data management data base.  The transfer of data objects to the storage entity will include a storage request {3.1.2h} detailing the location, media type and volume of data to be stored.  After completing the transfer, this function sends a storage confirmation {3.1.2m} to Data Management. 





* Ingest Reporting.  The ingest reporting function provides interaction between the archive staff and the data producer.  The initial confirmation is an acknowledgment of receipt of a submission information package.  After the review process is completed any liens {3.1.2b} are reported to the producer who will then resubmit {3.1.2i} or appeal {3.1.2j} the decision. After review completion a final injest report {3.1.2g} on the submission session is prepared for distribution to the Aadministration and to the producer.


(Note: I like ‘injest’ but think we’ll have to use ‘ingest’!)





3.1.3 Storage


(I’m in favor of going ba ck to ‘ARCHIVAL STORAGE’ because other readers have interpreted this to include all storage and because this archival storage is special.)





This entity provides the services and functions for the storage and retrieval of Archivale Information Packages {3.1.3f} and data objects that comprise them.  Storage functions include receiving transferred data from staging storage to permanent storage; managing the storage hierarchy; migrating data to new media over time; performing routine and special error checking; providing automated backup procedures; producing duplicate copies of portions of the archive; and reporting on storage activities.


(Note: I think there may be an issue as to whether ‘Storage’ can return anything smaller than the smallest AIP (i.e., an AIU which is the ‘atomic’ AIP).  I believe we are saying that, conceptually, Dissemination is needed to get at parts of an AIU.  I prefer to keep it this way unless we get a lot of objection as it make it easier to talk about preserving and migration the AIPs, and it generally cleaner.  This does not mean that implementations have to make this separation, but many will.)





* Transfer receiving.  The transfer receiving function receives a transfer request {3.1.3d} of an archivale information package from staging storage and moves the data to permanent storage within the archive.  The transfer request may need to should indicate the anticipated frequency of utilization of the data objects comprising the archivale information package to allow the appropriate storage devices or media to be selected for storing the archivale information package.  The transfer function will select the media type, prepare the devices or volumes and perform the physical transfer to the storage volumes.  On completion of the transfer, this function sends a storage confirmation {3.1.3e} message to the Ingest function.





* Hierarchy management.  The hierarchy management function positions data objects and collections on the appropriate media based on usage statistics or access requirements determined by administration.  Hierarchy management procedures must follow policies for the use of on-line versus near-line versus off-line storage.  To the extent possible the hierarchy management function should be automated based on usage statistics generated by the storage reporting function.





* Physical Migration.  The physical migration function is responsible for maintaining the validity of the data objects across media over time.  This migration does not change the underlying  representation information.  The migration strategy must take into consideration the expected and actual rates of error encountered in various media types and assure that data objects are converted with minimal data loss.  The migration function must find a way to maintain the unique attributes of various media types (e.g. tape block sizes, CD-ROM volume information) when migrating to higher capacity media with different storage architectures.


(Note:  We’ve said that we expect this to be bit copies, but clearly  it can’t always be only bit copies because some times media characteristics will be used as part of the representation of a given AIP.  This may be reflected in a local data base within the Storage function to track all the data objects and their relationships within an AIP, for example.  The CD-ROM volume information, in the example above, is another data object that is used to hold AIP data objects together.  The above text seems to imply that ‘volume dependent’ data objects should be maintained in the face of higher capacity media with different storage architectures, and I’m not sure this is the only approach we should advocate under migration within the Storage function.  I think we need to allow for mappings of some of these volume dependent objects to new volume dependent objects, when it is needed for efficiency.  We want to encourage, I believe, not only machine independent representations of the information, but also media independent representations - the latter being harder with no guarantees possible as I don’t believe such standards exist yet.  Perhaps we can improve our representation terminology to be able to make better distinctions about what can and can not change in ‘physical migration’.)





* Error Checking.  The error checking function provides statistically acceptable assurance that no data objects are corrupted during transfer, migration or backup procedures.  This function requires that all hardware and software within the archive provide notification of potential errors and that these errors are routed to standard logs that are checked by the storage staff.  A standard mechanism for tracking and verifying the validity of all data objects within the archive should also be used.  For example, cyclical redundancy checks (CRCs), should be maintained for every individual data file.   The storage facility procedures should provide for random verification of the integrity of data objects using CRCs or some other error checking mechanism.





* Backup.  The backup function provides an automated mechanism for producing a duplicate copy of the Stroage archive contents.  The backup media should be capable of being physically removed from the archive for storage at a separate facility.  Backup requirements are specified in the archive procedures for various types of data.  





* Duplication.  The duplication function provides copies of stored data objects for distribution on physical media to requesters on media types supported by the archive.  The duplication request must provide an itemized list of data objects or physical volumes and identify the output media type.  The duplication function must prepare the output media, perform the transfer from storage to the new media and provide logical and physical labels for distribution with the duplicate copy.  Finally, the duplication function will send a notice of data transfer to the requestor.


(Note: This is the function that allows the stored AIPs to be accessed in response to requests.   Again, if the Storage function only supplies full AIPs, I think this should be reflected in the words above.  Also, it would seem that it is Dissemination (or Access) that would send the notice to the requester, not Storage.  Storage just provides the media  or data objects to Dissemination in response to a request from Dissemination.  In Paul’s figure 3-2, the AIP from Storage is labeled 3.1.7c.  It should be a 3.1.3 object because it comes from Storage. - DMS)





* Storage Reporting.  The storage reporting function provides regular reports to administration summarizing the inventory of media on-hand {3.1.3a}, available storage capacity {3.1.3b}  in the various tiers of the storage hierarchy, and operational statistics {3.1.3c}.





3.1.4 Data Management





This entity provides the services and functions for populating, maintaining, and querying a wide variety of informationmetadata including AIPproduct related metadata such as data catalogs, directories, inventories, processing histories and processing algorithms.  It also provides Ingest, Access and Dissemination and Administration with access to other informationmetadata {3.1.4d}  including on customer consumer access information and security, and archive schedules and procedures, and processing history. The data management functions include controlling access  to the data management system; providing services for requesting and generating reports; providing the capability to update the data base; maintaining schema and view definitions and referential integrity.  This entity includes all information needed (excepting archival storage) for archive operations.


(note: some of the information in here can’t really be called ‘metadata’, so I’ve tried to address this by using ‘information’. - DMS)





* Report Request.  The request function provides the capability to specify the contents and logical criteria for generating customized reports for internal or external use.  It must provides the capability to store report requests {3.1.4b} and to generate periodic reports {3.1.4c} or reports triggered {3.1.4e} by logical criteria on a periodic basis.





* Report Generation.  The report generation function will executes a report request {3.1.4b} and transmits the output  report {3.1.4a} to an internal or external user.





* Update.  The update function accumulates updates to the data management data base and applies these transactions on a periodic basis, producing a summary of all modifications made to the data management data base (audit trail).





* Metadata Maintenance.  The metadata maintenance function  is responsible for reviewing and updating metadata values (e.g. contact names, and addresses) on a periodic basis.


(note:  I’m not sure there is a good distinction between this and ‘update’ above.  If there is, presumably it is also broader than just ‘metadata’ and we need word changes. - DMS)





* Data Base Administration.  The data base administration function is responsible for maintaining the integrity of the data base; for creating any schema or table definitions required to support data management functions;  and for providing the capability to create, maintain and access customized user views of the contents of the data base.





* Data Management Reporting.


(Note:  Obviously needs expansion.  End of my review as of 8/15/97 - DMS)





3.1.5 Administration





The Administration function entity manages all of the system activities.  These include data acquisition efforts, maintaining configuration management of system hardware and software, planning and scheduling archive facility resources, performing accounting functions to bill consumers for services;  providing customer service functions to consumers and performing data engineering work to develop and maintain archive standards.





* Acquisition.  The acquisition function will solicit desireable archivable information additional data {3.1.5b} for inclusion into the OAIS system and will handle administrative aspects of acquiring new Submission Information Packages data sets. 


(note: have I captured the intended thrust of this function with th e edits? - DMS)





* Configuration Management.  The configuration management function will maintain configuration control over the archive system, systematically controlling changes to the configuration. This function will also maintain integrity and traceability of the configuration during all phases of the system life cycle. 





* Physical Access Control.  The physical access control function will provide mechanisms to restrict or allow physical access (doors, locks, guards) to elements of the archive as determined by archive policies.





* Planning and Scheduling.  The planning and scheduling function will schedule system usage, times of heavy resource utilization, system down times for maintenance, and system upgrades. 





* Monitoring.  The monitoring function will audit system operations, system performance, and system usage.





* Accounting.  The accounting function will bill {3.1.5a} and collect payment {3.1.5c} from consumers for the utilization of archive system resources.





* Customer Service.  The customer service function will provide any necessary assistance to archive system consumers. This service will include answering questions, resolving consumeruser problems {3.1.5d}, providing information about and documentation {3.1.5e} on the system, providing status of orders, and providing information about the status of data ingest {3.1.5g} activities. This function will also create, maintain and delete consumeruser accounts.


(note: should this become ‘Consumer Service’? - DMS)





* Data Engineering.  The data engineering function supports all Iingest functions and is responsible for developing and maintaining the archive system data standards.  The data submission formats and procedures must be clearly documented in the archive’s data submission manual and the deliverables must be identified by the producer in the submission agreement..





3.1.6 Access





The Access function entity will support the user in determining the existence, description, location and availability of information of interest. The function will allow the user to view an overview of the contents of the archive andor to query against  part of the information held by Data Managementthe database directly; retrieve selected data objects;  to manipulate those objects using system software resources, to display the processed data interactively; to order selected data sets for on-line or off-line delivery; and to continue to develop new access capabilities.  These functions will be applicable across the range of catalog data, sample and summary data, and archival data which is in machine-readable format within the archive system. 





* Access Control.  The access control function provides system security.  A hierarchy of security controls may be implemented depending on the needs of the archive system. These include limiting physical access to the system, establishing firewalls to prevent communication outside an area, electronic signatures and authorization procedures, restricting access to certain network domains, and assignment of user names and passwords.  Any combination of these procedures may be needed in certain archive scenarios.





* Overview.  The overview (browse) function provides an overview of data sets available in the archive system.  In general the browse capability will provide summary versions of products which can be quickly viewed (thumbnails of images, abstracts of documents, etc.).





* Query.  The query function provides the capability for the user to retrieve information from the data base management system by specifying various Boolean search {3.1.6a} criteria.  The query function also applies specialized queries or processing functions to the data base to produce new representations of the information content to extend the retrieval capabilities of the data management system.


(note:  What is the scope of the specialized queries or processing functons?  What is an example of this?  How does it relate to manipulate? - DMS)





* Retrieve.  The retrieve function provides access to data which is on line, or requests the staging of data which is not available for immediate inspection because it is currently off line. 


(note:  Is this ‘data’ the AIPs?  I suspect the intent here is to allow direct extraction of any AIPs, even some that may be virtual in that they don’t actually exist until there is a request.  See the note at the end of this section. - DMS)





* Manipulate.  The manipulate function provides a suite of functions which allow the user to perform processing operations on retrieved data (e.g. statistical), 





* Display.  The display function provides a predefined suite of functions for displaying retrieved data in textual, graphic, or image form. In addition, all data responses from the inspect data function [Where is this?] to the user will pass through this function.  (note: yes, we need clarification of this. - DMS)





* Order.  The order function will provide all services required to accept an order {3.1.6b} from a user, insure its validity, confirm the reasonability of the order from the viewpoint of the user, verify that all required information has been provided, and prepare the order for its actual execution by the Dissemination function entity.





*Advanced Development.  The advanced development function is responsible for continually updating the access tools, finding aids and retrieval capabilities of the archive.


(note: What is, if any, the distinction between access tools and finding aids? In Lou’;s figure 3-12, finding aids are distinguished from Visualization Aids and Order Aids, and also from Access Methods.  The various Aids are called ‘Access Aids’ there. - DMS)





* Access Reporting.  The access reporting function will provide a log usage of all the access function usage {3.1.6c} to the accounting function in Administration.





(Note: I  think we need to clarify various types of processing that may take place on the output side, and how they relate to Access and Dissemination.  One case is AIPs from Storage, with some automated processing to generate objects that previously did not exist but were represented in the catalog viewable from Access but supported by Data Management.  This brings up the question of how these’virtual’ objects get defined (and algorithms created to form them) and the catalog updated.  Part of Ingest is my first answer, since this is the focus we have for synchronized upate of Storage and Data Management.  However Administration could also do this function, over time, as a part of improving access to data.  How would this relate to ‘Advanced Development’ function in Access?   Also, Manipulate in Access allows the Consumer to pick some processing functionality to be performed.  Should be show all these types of processing as actually taking place in Dissemination?  This may be cleaner. - DMS)





3.1.7  Dissemination





This entity includes the functions which receive data orders from the access function; monitor the status of all orders in the system; interact with the storage function to retrieve requested data; generate any necessary ancillary information required to accompany the Disseminationdelivery Iinformation Ppackage; perform any formatting requests on the data; make the resulting Ddissemination Iinformation Ppackages available on -line or off-line; confirm receipt of the order and report on the successful completion to the Administration function.





* Receive Data Orders.  The receive data order function will accept a data order {3.1.7a}. A unique order number/identification will be assigned to each accepted order. For each order accepted, the receive data order function will add an entry to the pending orders reflecting that this accepted order that has not yet been filled.  All order information will be verified, and if any errors or unusual conditions are found, the Consumeruser will be notified via an error message {3.1.7k} sent to the terminal.  This function will provide the Consumeruser the opportunity to review and correct the information in the order.  The data order will also provide the capability to request special processing of data prior to dissemination via the format data function.





* Monitor Orders.  The monitor orders function will track every order from inception to delivery confirmation.  Operations personnel will be able to query the pending order file to determine the number and content of each unfilled order. As each order is filled (either by automated or manual means), the order will be removed from the pending order file.  The monitor orders function will also have the capability to execute a standing order (a standard query and report procedure), based on elapsed time or some other trigger function.  


(note:  This terminology is not in synch with section 2.3 and one or both need updating.  This applies to this whole section. - DMS)





* Retrieve Data.  The retrieve data function will retrieve the data in the form of an AIP {3.1.7c} (from Storage) and move a copy of the data to the staging area for further processing.  This function will accept a request, validate the request using the archive inventory {3.1.7j}, retrieve the data {3.1.7m} and place the data in the staging area. The function will also store the validated selection parameters (field values) from the order in the Data Management database.


(note: The first sentence above seems largely redundant with the rest of the paragraph. - DMS)





* Retrieve Metadata.  The retrieve metadata function will query {3.1.7e} data management using relational operators and will logically place the retrieved data into the staging area for further processing.  This function will accept and validate the commands and store the validated selection parameters (field values) from the command. This function will then perform the necessary retrieval operations to find and access the requested data.


(note: It seems this largely overlaps with ‘Retrieve Data’.  Also, where do the ‘queries’ come from? - DMS)





* Generate Ancillary Data.  This function will generate any additional data or metadata needed to prepare a dissemination information package.  The function will determine if there are any data or software dependencies for thea ordered data set and will automatically package these items with the order.  It will also access Ddata Mmanagement to obtain consumeruser information such as coonsumeruser's name, address, account number, preferred distribution method or media, and other consumeruser-oriented information.  





* Format Data.  Format data and metadata into customer specified format.  The types of  operations which may  be carried out include statistical functions, sub-sampling in temporal or spatial dimensions, conversions between different data types or standard output formats, and other specialized processing (e.g. image processing).


(note: It seems this functionality may be much more thatn ‘format data’ might imply.  Is this intended?  Is this were the primary data processing is done under Dissemination? - DMS)





* Off line Delivery.  The off line delivery function will receive a data order form identifying the contents of a Dissemination Information Package {3.1.7f}.  It will retrieve the requested data, process the data as required, prepare the distribution media, prepare packing lists, bills of lading, and other shipping records and ship the data. When the order has been completed and shipped, a notice of processed order {3.1.7e} will be returned to the Administration entity.





* On line Delivery.   The on line delivery function will accept a retrieved data set [DIP?( - I think so - DMS)] and prepare it for distribution in real time over communication links. The on line delivery function will identify the intended recipient, the transmission procedures requested, and the data in the staging area to be transmitted.





* Confirm Delivery.  The confirm delivery function will track a delivery to receipt of data by theconsumer customer.  The confirm function will sende-mail an order confirmation {3.1.7h} to the consumeruser. This function will notify a consumeruser when his order has been executed.  The confirmation will fully identify the order including order number, date of order, date of execution, identity of data requested, and method of distribution.





* Delivery Reporting.  The delivery reporting function will collect and record notices and statistics on every delivery to the accounting function.  This function will also calculate and record billing information {3.1.7I} for delivered orders and supply them to the accounting function in Administration.





(note: end of my reivew on 3 Sept 97 - DMS)





3.1.8 	FUNCTION AND SUB-FUNCTION MATRIX





Table 3-1 The following matrix shows the sub-functions identified under each major functional area entity, and it attempts to aligns analogous functions in rows. these sub-functions where they have some similar aspects.





3.1.9	Data Flow and Context Diagrams





The flow of data items among the OAIS functional entities is diagrammed in this section.   The entities included in these diagrams are the seven that are shown and discussed in Section 3.1.





Figure 3-2 shows the more significant data flows.  The flows associated with the Administration and Common Services generally support background activities of the other entities.  To avoid complication of Figure 3-2, these background flows are illustrated in the context diagrams of Figures 2-3 and 2-4, respectively.
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Table 3-1. 


 Sub-Functions of the OAIS Entities, Aligning Similar Functions in Rows





�
Ingest�
Storage�
Data Management�
Administration�
Access


�
Dissemination


�
�
PREPARE�
Scheduling�
Transfer 


Receiving�
�
Data Engineering�
Access Control�
Receive Data Orders�
�
RECEIVE DATA�
Staging�
Hierarchy Management�
Report Request�
Acquisition�
Retrieve�
�
�
CHECK DATA�
Review�
Error Checking�
�
�
�
Retrieve Data�
�



PROCESS DATA�
Conversion�
Physical Migration�
Report Generation �
�
Overview (browse)�
Retrieve Metadata�
�
“�
�
Backup�
�
�
Order�
Generate Ancillary Data�
�
FEED DATA BASE�
Derive metadata�
�
Update�
�
�
�
�



MAINTENANCE�
�
�
Metadata Maintenance�
Planning and Scheduling�
Advanced Development�
�
�
“�
�
�
Database


Administration�
Configuration Management�
�
�
�
ACCOUNTING�
�
�
�
Accounting�
�
Monitor Orders�
�
“�
�
�
�
Monitoring�
�
Confirm delivery�
�
EXTERNAL DIALOG�
�
�
�
Customer Service�
Display �
�
�
“�
�
�
�
Physical Access Control�
Query�
�
�
PREPARE FOR  OUTPUT�
�
�
�
�
Manipulate�
Format Data�
�
�
�
�
�
�
�
On line delivery�
�
OUTPUT DATA�
Transfer Initiation�
Duplication�
�
�
�
Off line delivery�
�
REPORT�
Ingest 


Reporting�
Storage Reporting�
Data Mgmt


Reporting�
�
Access Reporting�
Delivery Reporting�
�
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�
6	ILLUSTRATIVE SCENARIO





This scenario describes the flow of information into and out of a hypothetical archive of space science data. Data from spacecraft — monitoring, for example, the Earth’s climate — may have as much value to future scientists as to the scientists of today; therefore, the data from spacecraft are often archived with the intent to preserve them for decades, even centuries. Spacecraft data are often stored in an active archive — an archive where data is flowing into the archive over an extended period, rather than as a single submission. In this scenario, the latest data from the spacecraft is transferred to the archive every day for safe keeping. But the process begins months, perhaps even years, in advance of the launch of the spacecraft. At that time, the scientific investigators who are responsible for the data meet with archivists to negotiate a Submission Agreement.. This agreement spells out the content and format of the Submission Information Packages that will be provided by the producer to the archive. Each SIP consists of content information — the scientific measurements that are the core of the submission — plus Preservation information that is necessary to assure that the content information can be maintained by the archive and that the data can be interpreted and used by scientists who withdraw them from the archive at some time far in the future.  





Our spacecraft carries a scientific instrument that takes images of the Earth, so the Content Information in our submission packages are a set of digital data objects, with each object a single image taken by the instrument. Along with these images, the scientists agree to supply representation information — computer-readable information describing the format of the images. For example, the representation information may specify that each image consists of 1000 scan lines, with each scan line containing 800 pixels, and with each pixel represented by an unsigned 16-bit integer value. The notation for specifying this kind of information is often human-readable as well machine readable, in which case it is called a Data Description Language (DDL). Using a hypothetical data description language, we may describe the characteristics of our images as follows:





	Object EARTH_IMAGE is


	    SCAN_LINES = 1000;


	    PIXELS_PER_SCAN_LINE = 800;


             PIXEL_TYPE = UNSIGNED_INTEGER;


             PIXEL_SIZE_IN_BITS = 16.





This DDL specification applies to all of our images. How does one know what each term in the definition (for example, PIXEL_TYPE) means?  Often the terms used to describe data are themselves formally described in an information repository know as a data dictionary.  For example, the data dictionary entry for PIXEL_TYPE may indicate all of the possible types of pixels (integer, floating point, etc.) that can be described using a particular DDL. Since every image returned by our spacecraft will have the characteristics cited above, the DDL formalism for our images, along with the data dictionary describing the terms we use in the DDL, need only be submitted to the archive once, rather than with each submission of new data to the archive.





Throughout the spacecraft’s mission, a daily cycle is followed, as shown in Figure X-1: raw data is transferred from the spacecraft to a ground station; the data are processed; and the resultant images transferred into the archive. Each SIP comprises all of the images transferred to the archive during a specific day, along with the following Preservation information:





–	Provenance information — This information describes how the data were processed or handled before being inserted into the archive. It includes a processing history describing briefly each process that was applied in the preparation of the image. For example, our images have been calibrated to convert the unique output of the instrument into a physical quantity (like brightness temperature) that can be compared with other scientific data.  The calibration that was used in this process is included in the archive as provenance information.  Some provenance information may be submitted infrequently (our calibration need only be submitted to the archive whenever it changes); other provenance information may have to be included within each SIP submitted to the archive.





–	Context information — Information that relates our images to other data sets. For example, context information may be provided to indicate where to find the data file that describes the spacecraft’s position and orientation in space as a function of time. Having access to this information allows us to determine the latitude and longitude of every image.





–	Catalog metadata — Information about the submitted images that is intended to make it easier for users to locate images that are of specific interest to them.





As the information cited above is ingested into the archive, the form and content of the archive package may change. An archive is not required to retain the information submitted to it in precisely the same format as in the SIP. For example, in our case the images may be subjected to lossless data compression to reduce storage space on disk and tape. Also some of the representation information will not be archived with the images; instead they are transferred i
